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Devices of extremely small computational power like radio frequency identification (RFID) tags are used in practice to a rapidly growing extent, a trend commonly referred to as ubiquitous computing. One of the major use-cases for such pervasive devices are authentication solutions, e.g., access control for buildings or cars, electronic passports or even human-implantable chips providing sensitive medical information about a person.

Consequently, the search for lightweight authentication protocols became an important topic in cryptography during the last years with high relevance for academia and industry.

Today, one can distinguish three main approaches for constructing lightweight authentication protocols:

1. protocols which use lightweight block ciphers like PRESENT, KATAN and KTANTAN as basic cryptographic operations,

2. protocols which employ the well-researched principle of adding biased noise to a secret linear function (i.e., the LPN problem),

3. protocols which are based on the principle of random selection, being the most recent of all three paradigms.

While almost all LPN-type protocols (approach 2) have eventually been shown to be vulnerable w.r.t. active or passive attacks, the \((n, k, L)\)-protocol introduced in [KS09] and based on approach 3 remains yet unbroken (see [KH11] for an in-depth security analysis). However a comparatively huge key length and the use of involved operations made a hardware-efficient implementation a challenging task so far.

In this work we introduce the \((n, k, L)^{80}\)-protocol, a variant of linear authentication protocols which overcomes these problems, and analyze its security against all currently known, relevant passive and active attacks. Moreover, we present an implementation of our protocol for Field Programmable Gate Arrays (FPGAs) and Application-Specific Integrated Circuits (ASICs) using Verilog and discuss its efficiency w.r.t. generally accepted costs metrics. The respective numbers show that the \((n, k, L)^{80}\)-protocol is a viable alternative to existing solutions and is, for example, well suited for the implementation on passive RFID tags. In particular, to our knowledge, this is the first lightweight authentication protocol which can be realized at costs below 1,000 Gate Equivalents without succumbing to known active or passive attacks.
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Efficient Compiler for Secure Two-Party Computations in ANSI C
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In his seminal paper [Yao82], Andrew Yao describes the “millionaires problem”, thereby introducing the problem of Secure Two-party computation (STC): Two millionaires want to find out who is wealthier without revealing to each other their actual wealth. In it’s more general form the problem can be defined as having two parties $A$ and $B$, who want to compute a publicly known function $f$ on their private inputs $x_A$ and $x_B$ without revealing them, while at the end they both learn the result of the evaluation. Due to it’s many applications (secure electronic auctions, analysis of private data and analysis of medical signals to name a few) the problem has received a lot of attention in the cryptographic community. Implementations of the proposed STC protocols follow one of the two directions of either applying homomorphic encryption schemes, or using the solution proposed by Yao, known as “Garbled Circuits”. In the latter, the function is transformed into a Boolean circuit which is encrypted in a specific way.

Although Yao’s idea is simple, implementing it is not an easy task, since the transformation from function to a circuit is laborious and error prone. Attempts like [HEKM11] made significant steps towards efficient STC solutions but suffer from the fact that they offer only limited libraries, thus leaving the implementation of the circuits to the programmer, who does not necessarily have the required cryptographic background to realise such a task.

In response to the above constructions, we proposed in [HFKV12] a different approach: Using the model checker CBMC, constructed in [CKL04], we translate any C program to an equivalent Boolean circuit, which can be passed on to any of the aforementioned STC architectures. The result is a compiler for STC on any functionality written in ANSI C. In developing this tool further, our aim is to make further optimizations on the circuit sizes, allow floating point arithmetic and provide integration with other STC implementations like the one constructed in [Mal11].

References


Differential Fault Analysis on Grøstl-256 and Countermeasures

Christian A. Reuter
Justus-Liebig-Universität Gießen
Arndtstraße 2
35392 Gießen
christian.a.reuter@math.uni-giessen.de

As seen in the last twenty years, it is not sufficient to prove only the theoretical security of a cryptographic algorithm. With the use of cryptographic implementations one has also to take Side Channel Attacks like Simple Power Analysis and Differential Power Analysis into account. But instead of measuring and analysing the energy consumption of the cryptographic hardware device, one induces faults. Then the faulty output is compared with the correct output – this is called Differential Fault Analysis (DFA). DFA gained a lot of attention in 1996, when Boneh, DeMillo and Lipton presented the "Bellcore"-Attack on the RSA-CRT algorithm [BC97]. With the correct and a faulty ciphertext, achieved by inducing only one fault, they retrieved the private key. A few years later the block cipher Advanced Encryption Standard (AES) was released and many DFA-attacks were developed (e.g., [Gi03]).

Now we will realize a differential fault analysis on Grøstl-256 [Grøstl], which is a cryptographic hash algorithm and was one of the five candidates for the next secure hash standard SHA-3 [NS3C]. Grøstl is based on the main structures of AES – it has a very similar algorithm structure, operates on states and uses the same substitution box as AES does. However, the classical fault attacks on AES can not be adapted directly, but give a general basis. New strategies are needed to be developed to attack Grøstl successfully.

For SHA-3, there are four slightly different versions of Grøstl; we will focus on Grøstl-256. The attack is able to completely recover the whole input message using a one-bit and a random-byte fault model. One needs less than two minutes of computation and on average 296 faults to retrieve the correct input data. Furthermore, the attack is able to yield the secret key of a keyed hash function like HMAC, with Grøstl used within.

To prevent Grøstl from being attacked by differential fault analysis, three countermeasures will be presented. One of them isn’t even using more resources to compute the output of the hash algorithm. Although being successfully attacked, Grøstl still can be repaired using a very basic countermeasure.
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The cube-attack
Frank-M. Quedenfeld
University of Kassel

We want to introduce the cube-attack described in [1]. Let $\mathbb{B} := \{0, 1\}$ be the elements of the the field of size 2. Moreover, we have two distinct sets of variables $V := \{v_1, \ldots, v_{n_v}\}$ (IV variables) and $K := \{k_1, \ldots, k_{n_k}\}$ (key variables) for the total number of variables $n = n_v + n_k$. Based on this we define the function

$$f(V, K) : \mathbb{B}^n \rightarrow \mathbb{B}.$$ 

We also write $f(V, K)$ (or $f(K, V)$) to stress on which set of variables we work. We know that there is an algebraic normal form (ANF) for the function $f$. Let $M \subset \{\mu \subset (V \cup K)\}$ be a set of monomials. We then can write the ANF of $f$ as

$$f(V, K) = \sum_{\mu \in M} \prod_{x \in \mu} x$$

over $\mathbb{B}$. We also write $\mu \in f$ instead of $\mu \in M$. By convention, we set $x_\emptyset := \prod_{x \in \emptyset} x$ and also $\prod_{\emptyset} := x_\emptyset := 1$. In addition, we write $x \in x_\mu$ for $x \in \mu$. Let $C \subset V$ be a subset of the iv variables and $x_C := \prod_{x \in C} x$ a monomial. Moreover, we have

$$f(V, K) = x_C p(K) + r(V, K)$$

for $p(K)$ a polynomial solely over $K$ and a residual polynomial $r$ over all variables $V \cup K$. If $\emptyset \mu \in r : x_C|\mu$, we call $C$ a cube and $x_C$ the corresponding cube monomial. In addition, $p(K)$ is called the superpoly of the cube $C$. By its definition, it gives information on the key variables of a given cipher. We call the degree $\deg(p)$ of the superpoly the key-degree of a cube and the number of elements $c := |C|$ in $C$ the dimension of the cube. Note that this coincides with the degree of the cube monomial $\deg(x_C)$ so we have $c = \deg(x_C)$. For the $k$-dimensional cube $C$ let $I_C$ be a subset of $\mathcal{P}(V)$ including $2^k$ vectors in which we assign all the possible combinations of 0/1 values to variables in $C$. In [1] the following observation of the construction above has been proved.

**Theorem.** For any polynomial $p$ and cube $C$ it holds

$$p(K) = \sum_{v \in I_C} f(v, K).$$

So we can express a cipher as a black box polynomial $f$ and get superpolys $p$ for some cube $C$. This allow us to get informations about the key of the cipher. In the talk we want to explain how to get cubes and corresponding superpolys. Furthermore we show some generalizations from the original cube attack in [1].
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Combined Algebraic Side-Channel Attacks
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We present work in progress of combined algebraic side-channel attacks, a new approach in crypt-analysis of hardware security tokens. Our method enables simultaneous attacks on multiple hardware implementations of cryptographic primitives at the same time in order to exploit compositional weaknesses. We generate a single combined algebraic representation of multiple primitives and show how to automatically search for malicious combinations in the token API. As a consequence, it is indicated for future architectures to consider the collectivity of implemented cryptographic primitives as a whole.
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Abstract. Leakage-resilient cryptography aims at developing new algorithms for which physical security against side-channel attacks can be formally analyzed. Following the work of Dziembowski and Pietrzak at FOCS 2008 [2], several symmetric cryptographic primitives have been investigated in this setting [1,3,5,7,8,4]. Most of them can be instantiated with a block cipher as underlying component. Such an approach naturally raises the question whether certain block ciphers are better suited for this purpose. In order to answer this question and as a preliminary step, we consider a leakage-resilient re-keying function and evaluate its security at different abstraction levels. That is, we study possible attacks exploiting specific features of the algorithmic description, hardware architecture and physical implementation of this construction. These evaluations lead to two main outcomes. First, we complement previous works on leakage-resilient cryptography and further specify the conditions under which they actually provide physical security. Second, we take advantage of our analysis to extract new design principles for block ciphers to be used in leakage-resilient primitives. That is, while our re-keying function is not (yet) a cryptographically secure block cipher, we hope that the design principles on which it is based will trigger the interest of symmetric cryptographers to design new block ciphers combining good properties for secure implementations and security against black box (mathematical) cryptanalysis.
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Passwords are user-memorizable secrets, commonly used for user authentication and cryptographic key derivation. Typical (user-chosen) passwords often suffer from low entropy and can be attacked by trying out all possible password candidates in likelihood-order until the right one has been found. In some scenarios, when a password is used to open an interactive session, the security of password-based authentication and key derivation can be enhanced by dedicated cryptographic protocols defeating “off-line” password guessing, see, e.g., [1] for an early example. Otherwise, the best protection are cryptographic password scramblers, performing “key stretching”. The basic idea of such schemes is using an intentionally slow one-way function for hashing the password. Therefore, the password processing take some time for both kinds of users legitimate ones and attackers.

This paper introduces Catena, a new one-way function for that purpose. Catena is sequentially memory-hard, which hinders massively parallel attacks on cheap memory-constrained hardware, such as recent “graphical processing units”, GPUs. Furthermore, Catena has been designed to resist cache-timing attacks. This distinguishes Catena from scrypt, which is also sequentially memory-hard, but which we show to be vulnerable to cache-timing attacks. Additionally, Catena supports

- client-independent updates (the server can increase the security parameters and update the password hash without user interaction or knowing the password),
- a server relief protocol (saving the server’s resources at the cost of the client), and
- a variant Catena-KG for secure key derivation (to securely generate many cryptographic keys of arbitrary lengths such that compromising some keys does not help to break other keys).
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1In our context, “passphrases” and “personal identification numbers” (PINs) are also “passwords”.
On Increasing the Throughput of Stream Ciphers
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Important practical characteristics of a stream cipher are its throughput and its hardware size. A common hardware implementation technique for improving the throughput is pipelining where computations within the cipher are parallelized. However it requires to store intermediate values, making additional memory necessary which is the most expensive part in terms of the area size and power consumption.

For stream ciphers with feedback shift registers (FSRs), we present an alternative approach for parallelizing operations with almost no grow of the hardware size by cleverly re-using existing structures. It is based on the fact that FSRs are usually specified in Fibonacci configuration, meaning that at each clock all but one state entries are simply shifted.

Some interesting results were recently made on the methods for constructing so-called Galois-configuration NLFSRs [2, 3, 4] where the separate feedback function can be connected to each stage of a register, which can be considered as the generalisation of classical ones (of Fibonacci-configuration). The advantage of such NLFSRs is that several feedback functions can be computed in parallel which allows to generate the binary sequences faster, with no loss in security.

In this work we provide a technique how to integrate parts of the stream cipher outside of the FSR, e.g., the output function, directly into the FSRs. The technique can be seen as a combination of the two approaches mentioned above (pipelining and FSR-transformation). The idea is to parallelize the computation of the output function by integrating parts of it into several update functions of the FSR. Of course care needs to be taken that this transformation of the cipher does not alter its functionality. Thus the idea is to correct the changes made in the FSR at a later stage.

We formally describe the transformation and its preconditions and prove its correctness. Moreover, we demonstrate our technique on Grain-128 [1], one of the eSTREAM finalists with low hardware size. Our technique allows an implementation, realized by the Cadence RTL Compiler considering UMC L180 GII technology, where the throughput is increased in the initialization mode by 18% and in the keystream generation mode by 24% (compared to a time-optimized implementation without any structural changes). As opposed to other solutions, no additional memory is required. In fact the hardware size even decreased from 17876 $\mu m^2$ to 16863 $\mu m^2$.
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We propose a family of 6-to-4-bit S-boxes with linear branch number 3. Since they also fulfill various further desirable properties such S-boxes can serve as a building block for various block ciphers.

It is still work-in-progress to prove that this new S-box would make DES(L) invulnerable to linear cryptanalysis. Though this may seem to be only of historical interest it sheds some light to future constructions.
A CL-Signature for Blocks of Messages and Accumulated Values
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Digital signature schemes are fundamental primitives in cryptographic protocols. In 2002 Camenisch and Lysyanskaya [6] constructed the first signature scheme with efficient protocols, for (1) issuing a signature on committed values, and (2) proving knowledge of a signature on committed values. This type of signature schemes, commonly referred to as CL-signatures, are building blocks for anonymous cryptographic systems, such as group signatures and electronic cash. In [5] Camenisch, Lysyanskaya and Hohenberger use this signature scheme to design the first compact e-cash scheme. Other compact and divisible electronic cash schemes [2, 1, 4] apply bounded accumulators [8, 2]. Hence, Au et al. [1] constructed a CL-signature for signing an accumulator together with a block of messages.

However, this signature scheme is only secure in type 3 pairing groups under the AWSM assumption. In this paper, we design a more efficient CL-signature for signing blocks of messages together with an accumulator, that is secure in all three pairing types.

To design this signature scheme, we combine an existing CL-signature with the accumulator scheme and a polynomial commitment scheme ([7]) and prove its security under the Strong Diffie-Hellman assumption [3].
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Hardware Trojan Detection: Challenges and Approaches
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More and more manufacturers outsource the fabrication of integrated circuits (ICs) in order to reduce production costs. This separation of the design and fabrication gives third parties the opportunity to maliciously modify the manufactured IC, i.e., introduce a hardware trojan. Therefore, it is necessary to verify that the ICs are trojan-free in a post-fabrication process. Hardware trojans are known to be stealthy, making their detection during regular IC testing difficult. Researchers are therefore developing special techniques to detect hardware trojans. In this work, we give a brief introduction into the topic of hardware trojans, discuss previously proposed detection techniques, and identify the challenges for future research in this area.